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ABSTRACT Many of the recent secondary structure prediction methods incorporate the idea of fuzzy set theory, where instead of assigning a definite secondary structure to a query residue, probability for the residue being in each of the conformational states is estimated. Moreover, continuous assignment of conformational states to the experimentally observed protein structures can be performed in order to reflect inherent flexibility. Although various measures have been developed for evaluating performances of secondary structure prediction methods, they depend only on the most probable secondary structures. They do not assess the accuracy of the probabilities produced by fuzzy prediction methods, and they cannot incorporate information contained in continuous assignments of conformational states to observed structures. Three important measures for evaluating performance of a secondary structure prediction algorithm, Q score, Segment Overlap (SOV) measure, and the k-state correlation coefficient (Corr), are deformed into fuzzy measures F score, Fuzzy Overlap (FOV) measure, and the fuzzy correlation coefficient (Forr), so that the new measures not only assess probabilistic outputs of fuzzy prediction methods, but also incorporate information from continuous assignments of secondary structure. As an example of application, prediction results of four fuzzy secondary structure prediction methods, PSIPRED, PROFking, SABLE, and PREDICT, are assessed using the new fuzzy measures.
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INTRODUCTION

The prediction of the three-dimensional structure of a protein from its amino acid sequence is one of the most important problems in bioinformatics. As a first step toward solving this problem, many algorithms for statistically predicting the local secondary structure, instead of the full global tertiary structure, have been developed.1–18 The most common definition of the secondary structure is based on Dictionary of Secondary Structure of Proteins (DSSP),19 where the secondary structure is classified as eight states. By grouping these eight states into three classes, Coil (C), Helix (H), and Extended (E), one obtains three state classification, which is more widely used. Therefore, the goal of the secondary structure prediction is to assign one of the three possible states to each residue of the query protein. Typical secondary structure prediction algorithms apply pattern recognition algorithms such as artificial neural network, k-nearest neighbor method, or support vector machine to the query protein sequence or sequence profile obtained by multiple sequence alignment with related sequences.

Many secondary structure prediction algorithms not only can assign a definite secondary structure class to a query residue, but also estimate probability for the residue being in each of the secondary structural classes. These methods can be considered as incorporating the fuzzy set theory20,21 where the predicted secondary structure of a residue does not belong to a definite conformational state, but has fuzzy membership to all three conformational states. Therefore, this class of methods is called the fuzzy prediction methods in this work. The k-nearest neighbor method incorporating the concept of fuzzy set is explicitly called the fuzzy k-nearest neighbor method.22 The probabilities produced by a fuzzy prediction method contain detailed information on possible secondary structure of a query residue, which is not contained in the secondary structure finally produced by the prediction algorithm.

Moreover, since the experimentally observed protein structure itself is not rigid, one can use continuous DSSP (DSSPcont)23 instead of standard DSSP, so that more information on experimental structure can be maintained. Just as in the case of fuzzy prediction, a continuous assignment of the secondary structure produces the probability for a residue being in each of the conformational states. Therefore, continuous assignment of secondary structure such as DSSPcont can be considered as fuzzy observation, in contrast to crisp observation described by standard discrete DSSP assignments.

There are various applications of secondary structure prediction, such as homology modeling, threading, tertiary
structure prediction of a new fold, and remote homology detection for the transfer of functional annotation between sequences, and some of these applications require not only the final discrete secondary structural classes produced by the prediction algorithm and discrete assignments, but also the full information contained in the fuzzy prediction and observation. One such application is the tertiary structure prediction based on fragment assembly,\(^{24-30}\) where the local structures are generated according to the probabilities estimated by the secondary structure prediction methods. Therefore, for this class of methods, the correlation between fuzzy prediction and fuzzy observation is more important than that between their crisp counterparts. However, measures for evaluating secondary structure prediction algorithms that have been used so far\(^{31-36}\) called crisp measures in this work, compare only the final output of the most probable secondary structure predicted, with the discrete assignment of the experimental secondary structure. Clearly, we need measures to evaluate the accuracy of the probabilities of the secondary structural classes estimated by an algorithm, which also incorporate the continuous assignment of secondary structure.

In this work, I consider three important crisp measures for evaluating secondary structure prediction methods, \(Q\) score, Segment OVerlap (SOV) measure, and the \(k\)-state correlation coefficient (Corr), and deform them to obtain new measures that compare fuzzy prediction results with fuzzy observation. I will call the resulting modified measures fuzzy prediction and observation. One such application is the tertiary structure prediction algorithms that have been used so far,\(^{31–36}\) namely, Fuzzy OVerlap (FOV) measure, and the fuzzy correlation coefficient (Forr). They are elaborated in the next section along with their crisp counterparts.

**METHODS**

**\(Q\) and \(F\) Scores**

The \(Q\) score is the simplest measure for evaluating secondary structure prediction performance. It is given by the percentage of residues predicted correctly. For a given secondary structure class \(S\), one defines

\[
Q_S = 100% \times \frac{N_{\text{T}}(S)}{O_{\text{T}}(S)}
\]

where \(O_{\text{T}}(S)\) is the observed number of residues in the class \(S\), and \(N_{\text{T}}(S)\) is the number of residues correctly predicted to be in the class \(S\). The \(Q_3\) score, the measure of overall performance without reference to a specific secondary structure class, is defined as

\[
Q_3 = \sum_{S \in \{C,H,E\}} \frac{O_{\text{T}}(S)}{N} \quad \text{and} \quad Q_S = 100% \times \frac{N_{\text{corr}}(3)}{N}
\]

where \(N\) is the total number of residues of the query protein, and \(N_{\text{corr}}(3) = \sum_{S \in \{C,H,E\}} N_{\text{T}}(S)\) is the total number of correctly predicted residues regardless of their secondary structures.

It is rather straightforward to deform \(Q_S\) and \(Q_3\) to obtain fuzzy measures. We define

\[
F_S = 100% \times \frac{\hat{N}_{\text{T}}(S)}{\hat{O}_{\text{T}}(S)},
\]

\[
F_3 = 100% \times \frac{\hat{N}_{\text{corr}}(3)}{N},
\]

where

\[
\hat{N}_{\text{T}}(S) = \sum_j \text{PrP}(j;S) \text{PrO}(j;S),
\]

\[
\hat{O}_{\text{T}}(S) = \sum_j \text{PrO}(j;S),
\]

with \(\text{PrP}(j;S)\) and \(\text{PrO}(j;S)\) denoting the probability that the \(j\)-th residue belongs to the secondary structure class \(S\) as estimated by the fuzzy prediction and observation, respectively. Similarly,

\[
\hat{N}_{\text{corr}}(3) = \sum_{S \in \{C,H,E\}} \hat{N}_{\text{T}}(S)
\]

\[
= \sum_{S \in \{C,H,E\}} \sum_{j-1} \text{PrP}(j;S) \text{PrO}(j;S).
\]

By construction, the lower and upper bound of \(F\) scores are 0 and 100%. It is evident that when the probabilities consist of 0s and 1s only, implying prediction and observation with 100% confidence, the \(F\) scores reduce to the \(Q\) scores.

As an example, let us consider the prediction result given in Figure 1. The \(Q\) scores for this prediction are

\[
Q_C = 100% \times \frac{2}{4} = 50%,
\]

\[
Q_H = 100% \times \frac{5}{8} = 62.5%,
\]

\[
Q_E = 100% \times \frac{7}{12} = 58.3%.
\]

The \(Q_E\) score is undefined since both the numerator and the denominator vanish, due to the fact that there

\[
\begin{align*}
\text{PrP}(C) & = 0.8 0.2 0.2 0.2 0.0 0.0 0.0 0.0 0.8 1.0 1.0 \\
\text{PrP}(H) & = 0.2 0.8 0.8 1.0 1.0 1.0 1.0 0.2 0.0 0.0 \\
\text{PrP}(E) & = 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
\end{align*}
\]

\[
\begin{align*}
\text{Observed} & = \text{CHHHHHHHHHHCC} \\
\text{Predicted} & = \text{CCCHHHHHHHC}
\end{align*}
\]

\[
\begin{align*}
\text{PrP}(C) & = 0.8 0.5 0.5 0.5 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.8 \\
\text{PrP}(H) & = 0.1 0.4 0.4 0.8 0.8 0.8 0.8 0.8 0.5 0.5 0.1 \\
\text{PrP}(E) & = 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.1
\end{align*}
\]

Fig. 1. An example of the fuzzy prediction. The values of the crisp and fuzzy measures for this result are shown in Table I.
is no residue observed to be in the class E. On the other hand, the \( F \) scores for this example are

\[
F_C \equiv 100\% \times \frac{0.8^2 + 0.2 \times 0.5 \times 3 + 0.8 \times 0.2 + 0.2 + 0.8}{0.8 + 0.2 \times 3 + 0.8 + 2.0} = 50.0\%,
\]

\[
F_H \equiv 100\% \times \frac{0.2 \times 0.1 + 0.8 \times 0.4 \times 3 + 1.0 \times 0.8 \times 5 + 0.2 \times 0.5}{0.2 + 0.8 \times 3 + 1.0 \times 5 + 0.2} = 65.1\%,
\]

\[
F_S \equiv 100\% \times \frac{0.8^2 + 0.2 \times 0.1 + (0.2 \times 0.5 + 0.8 \times 0.4) \times 3 + 0.8 \times 5 + (0.8 \times 0.2 + 0.2 \times 0.5) + 0.2 + 0.8}{12} = 59.8\%.
\]

Equation (7)

where again \( F_E \) is undefined for this example.

**SOV and FOV Measures**

In contrast to the \( Q \) score, the SOV measure\(^{31,34}\) is not based simply on the number of correct residues, but also puts emphasis on the continuity of a secondary structure element. For example, SOV(3) gives a big penalty for a prediction where a long helix is falsely predicted as two short helices because of one misclassified residue in the middle, whereas \( Q_3 \) score assesses this result as nearly perfect prediction since only the number of correctly predicted residues is taken into account.

As in the case of \( Q \) scores, one defines SOV measure for a particular secondary structure class \( S \) as well as that for the overall prediction. First, for a given secondary structural class \( S = \text{C,H,E} \), we define the set of overlapping segments:

\[
\text{Seg}(S) = \{(s_1(S), s_2(S))|s_1(S) \cap s_2(S) \neq \emptyset\}.
\]

Equation (8)

where \((s_1(S), s_2(S))\) is a pair of observed and predicted secondary structure segments in the class \( S \), which has at least one residue in common. Seg\((S)\) is the set of all such pairs. Then, the SOV measures are defined as

\[
\text{SOV}(S) = 100\% \times \frac{1}{N(S)} \times \sum_{\text{Seg}(S)}\left[ \frac{\min\text{ov}(s_1(S), s_2(S)) + \delta(s_1(S), s_2(S))}{\max\text{ov}(s_1(S), s_2(S))} \times \text{len}(s_1(S)) \right].
\]

Equation (9)

\[
\text{SOV}(3) = 100\% \times \frac{1}{N_{\text{all}}} \times \sum_{S \in \{\text{C,H,E}\}} \sum_{\text{Seg}(S)}\left[ \frac{\min\text{ov}(s_1(S), s_2(S)) + \delta'(s_1(S), s_2(S))}{\max\text{ov}(s_1(S), s_2(S))} \right. \times \left. \text{len}(s_1(S)) \right].
\]

Equation (12)

where \( \delta' \) is defined in the manner similar to the case of SOV measure, with maxov' and minov' used in places of maxov and minov. As in the case of \( F \) scores, FOV measures reduce to SOV measures when the estimated probabilities consist of 0s and 1s only.

Let us elaborate by considering the example in Figure 1. There is one pair of overlapping segments of H in the middle, and for this pair we have

\[
\min\text{ov}(s_1(H), s_2(H)) = 5, \quad \max\text{ov}(s_1(H), s_2(H)) = 10,
\]

\[
\min\text{ov}'(s_1(H), s_2(H)) = 0.8 \times 5 = 4,
\]

\[
\max\text{ov}'(s_1(H), s_2(H)) = 0.8 \times 3 + 1.0 \times 5 + 0.5 \times 2 = 8.4.
\]
Similar calculation for $C$ yields

$$\text{SOV}(C) = 100\% \times \frac{1}{8} \left( \frac{5 + 3}{10} \times 8 \right) = 31.3\%,$$

$$\text{FOV}(C) = 100\% \times \frac{1}{8} \left( \frac{4 + 3}{8.4} \times 8 \right) = 30.1\%.$$ 

Again, SOV(E) and FOV(E) are undefined for this example since both the numerators and the denominators vanish. The measures for the overall performance are

$$\text{SOV}(3) = 100\% \times \frac{1}{12} \left( \frac{1}{4} \times \frac{1 + 5 + 3}{10} \times 8 + \frac{1 + 3}{3} \times 3 \right) = 63.8\%,$$

$$\text{FOV}(3) = 100\% \times \frac{1}{12} \left( \frac{0.8}{2.3} \times \frac{4 + 3}{8.4} \times 8 + \frac{0.8}{2.8} \times 3 \right) = 65.6\%.$$ 

### $k$-State Correlation Coefficients

Among the measures we discuss, the $k$-state correlation coefficients, abbreviated as $\text{Corr}$ scores in this work, have the most rigorous foundation in statistical theory. The assignment of a secondary structure to a residue can be considered as a categorical variable with three categories. When we restrict our attention to a specific secondary structural class $S$ and classify a residue according to whether it belongs to the class $S$ or not, the resulting categorical variable has only two categories. We then calculate the correlation coefficient between the observed and predicted variables. In contrast to $Q$ scores and SOV measures, which range from 0 to 100%, the numerical value of a correlation coefficient is between $-1$ and 1, where $1$ is a perfect linear correlation, 0 means no linear correlation, and $-1$ is a perfect linear anti-correlation. A random prediction results in a correlation coefficient close to 0.

Let us first consider the case of the two category assignment. We consider variables $X_S(j)$ and $Y_S(j)$ ($j = 1, 2, \ldots, N$), which are two-dimensional vectors. For a given secondary structure $S$, we assign $X_S(j) = (1, 0)$ if the $j$-th residue is observed to be in the conformational state $S$, and $X_S(j) = (0, 1)$ otherwise. Similarly, $Y_S(j) = (1, 0)$ or $(0, 1)$ depending on whether or not the $j$-th residue is predicted to be in the conformational state $S$. The two-state correlation coefficient between $X_S$ and $Y_S$ is then given as

$$\text{Corr}(S) = \frac{\sum_{j=1}^{N}(X_S(j) - \bar{X}_S) \cdot (Y_S(j) - \bar{Y}_S)}{\sqrt{\sum_{j=1}^{N}(X_S(j) - \bar{X}_S)^2} \sqrt{\sum_{m=1}^{N}(Y_S(m) - \bar{Y}_S)^2}}$$

$$= \frac{\sum_{j=1}^{N}(X_S(j) - \bar{X}_S) \cdot (Y_S(j) - \bar{Y}_S)}{\sqrt{\sum_{j=1}^{N}(X_S(j) - \bar{X}_S)^2} \sqrt{\sum_{m=1}^{N}(Y_S(m) - \bar{Y}_S)^2}}$$

$$= \frac{N\text{corr}(S) - O_+ (S) P_+ (S) - O_-(S) P_- (S) - O_0 (S) P_0 (S)}{\sqrt{(N^2 - O_+ (S)^2 - O_- (S)^2)(N^2 - P_+ (S)^2 - P_- (S)^2)}}$$

(13)

where $X_S(Y_S)$ is the average value of $X_S(Y_S)$, $O_+ (S) P_+ (S)$ is the numbers of residues observed (predicted) to be in the class $S$, and $O_-(S), (P_-(S))$ is the numbers of residues observed (predicted) not to be in the class $S$. Also, $N\text{corr}(S) = N_{O_+ (S)} + N_{O_-(S)}$ with $N_{O_+ (S)}$ being the number of correctly predicted residues in the class $S$ (true positives), and $N_{O_-(S)}$ the number of residues correctly identified as something other than the class $S$ (true negatives). It should be noted that since the secondary structure prediction is viewed as a two-class problem in calculating the correlation coefficient in Eq. (13), usually called the Matthews correlation coefficient, no distinction is made between states other than $S$.

To obtain the three-state correlation coefficient for all the secondary structural classes, we construct variables $X$ and $Y$ whose values are three-dimensional vectors. We assign $X(j)(Y(j)) = (1,0,0), (0,1,0)$ or $(0,0,1)$ depending on whether the $j$-th residue is observed (predicted) to be in the class C, H, or E, to get

$$\text{Corr}(3) = \frac{\sum_{j=1}^{N}(X(j) \cdot Y(j) - \bar{X} \cdot \bar{Y})}{\sqrt{\sum_{j=1}^{N}(X(j)^2 - \bar{X}^2)\sum_{m=1}^{N}(Y(m)^2 - \bar{Y}^2)}}$$

$$= \frac{NN\text{corr}(3) - \sum_{S \in \{\text{C, H, E}\}} O_+ (S) P_+ (S)}{\sqrt{(N^2 - \sum_{S \in \{\text{C, H, E}\}} O_+ (S)^2)(N^2 - \sum_{S \in \{\text{C, H, E}\}} P_+ (S)^2)}}$$

(14)

where as before, $N$ denotes the number of all residues, and $NN\text{corr}(3) = \sum_{S \in \{\text{C, H, E}\}} N_{O_+ (S)}$ the number of those predicted correctly. We see that Eq. (14) is the generalization of the last expression in Eq. (13) to the case of three-class assignment. Both in Eq. (13) and Eq. (14) each component of the variables $X_S(j)$ and $Y_S(j)$ can be interpreted as representing the probability that the $j$-th residue belongs to a specific class, obtained from the observation and prediction respectively, when the confidence is 100%. Therefore, for fuzzy prediction, where the prediction is made with nonzero probabilities for all of the secondary structural classes, it is clear that the components of $Y_S(j)$ should be replaced by the probabilities estimated by the fuzzy prediction algorithm. Similarly, for fuzzy observation, $X_S(j)$ should be replaced by the probabilities produced by the DSSPcont assignment.
Thus, for the case of Matthews correlation coefficient, we replace \( X_S(j) \) and \( Y_S(j) \) by \( X_S(j) = (Pr_R(j;S), 1 - Pr_R(j;S)) \) and \( Y_S(j) = (Pr_R(j;S), 1 - Pr_R(j;S)) \) to obtain the two-state fuzzy correlation coefficient, abbreviated as Forr score in this work:

\[
\text{Forr}(S) = \frac{\sum_{j=1}^{N}(X_S(j) \cdot Y_S(j) - \bar{X}_S \cdot \bar{Y}_S)}{\sqrt{\sum_{j=1}^{N}(X_S(j)^2 - \bar{X}_S^2)\sqrt{\sum_{m=1}^{N}(Y_S(m)^2 - \bar{Y}_S^2)}}}
= \frac{\sum_{j=1}^{N}(X_S(j) \cdot Y_S(j) - \bar{X}_S \cdot \bar{Y}_S)}{\sqrt{(NO_0(S) - \bar{O}_0^2(S))(NP_0(S) - \bar{P}_0^2(S))}}
\]

(15)

where

\[
\bar{O}_0(S) = \frac{\sum_{j=1}^{N}Pr_R(j;S)}{N},
\bar{O}'_0(S) = \frac{\sum_{j=1}^{N}Pr_R(j;S)^2}{N},
\bar{P}_0(S) = \frac{\sum_{j=1}^{N}Pr_F(j;S)}{N},
\bar{P}'_0(S) = \frac{\sum_{j=1}^{N}Pr_F(j;S)^2}{N},
\bar{N}_0(S) = Pr_R(j;S) Pr_R(j;S).
\]

Similarly, for the three-state fuzzy correlation coefficient, we replace \( X(j) \) and \( Y(j) \) by \( X(j) = (Pr_R(j;C), Pr_R(j;H), Pr_R(j;E)) \) and \( Y(j) = (Pr_R(j;C), Pr_R(j;H), Pr_R(j;E)) \) to get

\[
\text{Forr}(3) = \frac{\sum_{j=1}^{N}(X(j) \cdot Y(j) - \bar{X} \cdot \bar{Y})}{\sqrt{\sum_{k=1}^{N}(X(k)^2 - \bar{X}^2)\sqrt{\sum_{m=1}^{N}(Y(m)^2 - \bar{Y}^2)}}}
= \frac{\sum_{j=1}^{N}(X(j) \cdot Y(j) - \bar{X} \cdot \bar{Y})}{\sqrt{\sum_{S \in \{C,H,E\}} O_0'(S)^2 N_0'(S) - \bar{O}_0'(S) \bar{O}_0'(S)}}
\]

(17)

where

\[
\bar{N}_0 = \frac{\sum_{S \in \{C,H,E\}} O_0'(S)}{N},
\bar{N}_p = \frac{\sum_{S \in \{C,H,E\}} P_0'(S)}{N},
\bar{N}_0 = \frac{\sum_{S \in \{C,H,E\}} Pr_R(j;S)^2}{N},
\bar{N}_p = \frac{\sum_{S \in \{C,H,E\}} Pr_F(j;S)^2}{N},
\bar{N}_0 = \frac{\sum_{S \in \{C,H,E\}} Pr_R(j;S) Pr_R(j;S)}{N}.
\]

(18)

By construction, the fuzzy correlation coefficients (15,17) reduce to the crisp correlation coefficients (13,14) when the estimated probabilities consist of 0s and 1s only.

For the example in Figure 1, we have

\[
N_{corr}(3) = N_{corr}(C) = N_{corr}(H) = 7,
N_{corr}(E) = 12.
\]

Similarly, we replace \( X_S(j) \) and \( Y_S(j) \) by \( X_S(j) = (Pr_R(j;C), Pr_R(j;H), Pr_R(j;E)) \) and \( Y_S(j) = (Pr_R(j;C), Pr_R(j;H), Pr_R(j;E)) \) to get
Therefore,

\[
\text{Corr}(C) = \text{Corr}(H) = \text{Corr}(3) \]
\[
= \frac{12 \times 7 - 4 \times 5 - 8 \times 7}{\sqrt{(12^2 - 4^2 - 8^2)(12^2 - 5^2 - 7^2)}} = 0.120
\]

and Corr(E) is undefined since both the numerator \(12 \times 12 - 0 \times 0 - 12 \times 12 = 0\) and the first factor of the denominator \(\sqrt{12^2 - 0^2 - 12^2} = 0\) vanish. Introducing the fuzziness, we have

\[
\hat{O}_+(C) = 0.8 + 0.2\times 3 + 0.8 + 1.0\times 2 = 4.2,
\]
\[
\hat{O}_+(H) = 0.2 + 0.8\times 3 + 1.0\times 5 + 0.2 = 7.8,
\]
\[
\hat{O}_+(E) = 0.0.
\]
\[
\hat{P}_+(C) = 0.8 + 0.5\times 3 + 0.1\times 5 + 0.2\times 2 + 0.8 = 4.0,
\]
\[
\hat{P}_+(H) = 0.1 + 0.4\times 3 + 0.8\times 5 + 0.5\times 2 + 0.1 = 6.4,
\]
\[
\hat{P}_+(E) = 0.1\times 9 + 0.3\times 2 + 0.1 = 1.6,
\]
\[
O'_+(C) = 0.8^2 + 0.2^2 \times 3 + 0.8^2 + 1.0^2 \times 2 = 3.40,
\]
\[
O'_+(H) = 0.2^2 + 0.8^2 \times 3 + 1.0^2 \times 5 + 0.2^2 = 7.00,
\]
\[
O'_+(E) = 0.0.
\]
\[
P'_+(C) = 0.8^2 + 0.5^2\times 3 + 0.1^2 \times 5 + 0.2^2 \times 2 + 0.8^2 = 2.16,
\]
\[
P'_+(H) = 0.1^2 + 0.4^2 \times 3 + 0.8^2\times 5 + 0.5^2 \times 2 + 0.1^2 = 4.20,
\]
\[
P'_+(E) = 0.1^2 \times 9 + 0.3^2 \times 2 + 0.1^2 = 0.28,
\]
\[
\hat{N}_D = O'_+(C) + O'_+(H) + O'_+(E) = 10.40.
\]
\[
\hat{N}_P = P'_+(C) + P'_+(H) + P'_+(E) = 6.64,
\]

and

\[
\hat{N}_{T+}(C) = 0.8^2 + 0.2 \times 0.5 \times 3 + 0.8 \times 0.2 + 0.20 + 0.80 = 2.10,
\]
\[
\hat{N}_{T+}(H) = 0.2 \times 0.1 + 0.8 \times 0.4 \times 3 + 1.0 \times 0.8 \times 5 + 0.2 \times 0.5 = 5.08
\]
\[
\hat{N}_{T+}(E) = 0.0.
\]
\[
\hat{N}_{corr}(3) = 2.10 + 5.08 = 7.18.
\]
Therefore,
\[
\text{Forr}(C) = \frac{12 \times 2.10 - 4.2 \times 4.0}{\sqrt{(12 \times 3.40 - 4.2^2)(12 \times 2.16 - 4.0^2)}} = 0.554.
\]
\[
\text{Forr}(H) = \frac{12 \times 5.08 - 7.8 \times 6.4}{\sqrt{(12 \times 7.00 - 7.8^2)(12 \times 4.20 - 6.4^2)}} = 0.747,
\]
\[
\text{Forr}(3) = \frac{12 \times 7.18 - 4.2 \times 4.0 - 7.8 \times 6.4}{\sqrt{(12 \times 10.40 - 4.2^2 - 7.8^2)(12 \times 6.64 - 4.0^2 - 6.4^2 - 1.6^2)}}
= 0.636. \tag{19}
\]
where again, Forr(E) is undefined since both its numerator and denominator vanish. The scores for the example of Figure 1 are summarized in Table I.

**RESULTS AND DISCUSSION**

As an example of application of the fuzzy measures introduced in this work, I assessed performances of four secondary structure prediction methods that estimate probabilities for all the secondary structure classes, and are relatively easy to install and run on a local computer, PSIPRED (v2.3)\(^4\), PROFking (v1.0)\(^5\), SABLE (v2.0)\(^6,7\), and PREDICT (v1.0)\(^8\). The test set used was EVA common Set \(^1\(^7\). After removing proteins with chain breaks, 76 proteins remain in the set. It should be emphasized that the result is not to be considered as an extensive test of these prediction methods, and the actual performances of the prediction algorithms depend on their versions and the set of proteins used for the test.

The average values of Q, SOV, Corr, F, FOV, and Forr measures for the four methods, for each of the three secondary structural classes and the overall performance, are shown in Table II and Figures 2–4, and the three-state fuzzy scores for individual proteins are also plotted against their crisp counterparts in Figures 5–7. The numbers in the parentheses in Table II are the standard errors, defined by

\[
\text{stderr} = \frac{s}{\sqrt{n}}, \tag{20}
\]
where the standard deviation is

\[ s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2} \]  

(21)

with \( X_i \) denoting a numerical value of a measure, \( X \) its average over the protein chains, whose number is \( n (=60) \). The widths of the error bars in the Figures 2–4 are \( 2 \times t_{59,0.975} \times \text{stderr} = 4.002 \times \text{stderr} \), which correspond to the 95% confidence intervals for the true mean values of the measures if the sample averages follow the Gaussian distribution. Here, \( t_{59,0.975} = 2.001 \) is the 97.5 percentile of the student \( t_{59} \)-distribution. The fuzzy prediction results were evaluated by comparing with the DSSPcont assignments.

We observe that \( Q_E, F(E), SOV(E), \) and \( FOV(E) \) scores for PREDICT are lower than those for the other methods, implying low sensitivity for the secondary structural class E. However, values of the crisp and fuzzy two-state correlation coefficients, which measure both the sensitivity and specificity at the same time, are comparable to those for the other methods.

We note that although \( F \) and \( FOV \) scores are lower than their crisp counterparts on average, giving an impression that the performance of the fuzzy prediction is worse than that of the crisp prediction, Forr scores are higher than Corr scores. That is, there is more correlation between the fuzzy prediction and observation, than between their crisp counterparts. In fact, it might not be truly meaningful to directly compare the numerical value of a crisp measure with that of the fuzzy counterpart, except for Corr and Forr scores, both of which derive from a single well-defined quantity in statistical theory, the Pearson correlation coefficient.

Despite relatively high correlations between the crisp measures and their fuzzy counterparts (See Figures 5–7 and their captions. See also Figures 2–4), it should be emphasized that the crisp and fuzzy measures are designed to assess different properties of a secondary
structure prediction algorithm, and fuzzy measures contain information that cannot be obtained from crisp measures. In particular, in the case of three-state correlation, there are protein chains with values of Forr(3) higher than Corr(3), as can be seen from Figure 7, providing examples where assessments using fuzzy measures are different from those using crisp ones. If one intends to use only the final predicted secondary structures, the fuzzy measures are not particularly useful for assessing secondary structure prediction algorithms. However, to fully utilize the estimated probabilities of the secondary structures produced by the fuzzy prediction method, and continuous assignment of observed secondary structure such as DSSPcont, it is more reasonable to use fuzzy prediction methods with high fuzzy scores. Therefore, the fuzzy measures should be considered as being complementary to the crisp measures rather than being replacements.

The automatic server and the software for fuzzy prediction assessment using the fuzzy measures are available at http://bioinfo.ssu.ac.kr/~jul/fuzzy/fuzzy.htm. When the estimated probabilities for secondary structural classes are not provided, the server and software produce the crisp measures as outputs. I hope these facilities encourage wide use of the newly invented fuzzy measures for assessments of fuzzy predictions of secondary structure.
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